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We have proposed the prediction method of target word in machine translation using inductive
learning and confirmed the effectiveness of the method, However, in some cases, our system could
not generate tasget words which fit the context of the field. This paper presents and evaluates
a method of improving our proposed method. One of the improvements is the constraint on the
selection of source pairs of the units for the prediction. In sur method, the unita are pairs of
character strings in words and target words. And the source pairs for the units are pairs of words
and target words, To extract the effective units from source pairs, we consider that the system
needs to constrain on source pairs. In the extraction process, our system auntomatically ranks the
source pairs and extracts the units from the source pairs which are ranked ahove the threshold
used the information of common character strings. The threshold is gived by the user. This paper
describes the results of evaluation experiments on this method. The number of correct results of the

prediction for the target word on this method is larger than the number on our proposed method
and we confirm that this method is effective.
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1. INTRODUCTION

Some recent researches have reported the method of bilingual alignment for the machine
translation using the statistical method. Ahrenberg et al. (Ahrenberg 1998) have aimed the
generation of a bilingual lexicon from aligned sentence pairs and reported the evaluation on
two fields of text, Their method has based on the word-to-word model (Melamed 1997) and
used the probability value of co-occurrences in the sentence pairs. Kitamura and Matsumoto
(Kitamura 1997) have presented the automatic extraction method of translation patterns
from aligned sentence pairs. Their method (Kitamura 1997) has based on the Dice coefficient
and achieved the high rates of precision. These researches have focused the alismment on
word level with pairs of sentences. _

Some researches have studied statistical translation model. Alshawietal. (Alshawi 1997)
have described that the simple transducer models did not sacrifice accuracy at least for the
limited domain application. Brown et al. (Brown 1993} have discussed five statistical models
of translation process.

We consider that the system needs to use the basic units within words and target words
in the translation process of words including technical terms and name expressions. We have
proposed the prediction method of target word (Sasacka 1997; Sasacka 1998) using inductive
learning (Araki 1995) and have called this method “Prediction methed for Target words
using Inductive Learning (PT-IL).” And we have confirmed the effectiveness of PT-IL on
four fields of Susanne corpus, The system has automatically extracted the pairs of the units
from the source pairs. We call each unit “a Piece of Word (PW)" and the pairs of units

(€ 1999 Pacific Association for Computational Linguistics

—241—




236

PACLING 99, WaTErLOD, CANADA

“a Pair of Pieces of Words (PPW)." The system on PT-IL has not yet achieved the high
rate of effectiveness. The aystem should extract more effective PEFW’s, To extract more
effective PPW's, we consider that the system needs to extract PPW’s also from source pairs
in English-Japanese dictionary, However the system might extract many ineffective PPW's
in addition to the effective PPW’s, Thereflore we propose the constraint method on sources of
PPW's and call the method “Prediction method for Target words dsing Inductive Learning
with Constraints on Sources [PT-ILCS)". This paper describes the results of evaluation
experiment on PT-ILCS,

This paper describes the basic idea and the outline of our experimental system in Section
2 and 3. In Section 4, we evaluate the system on our method and consider the results. And
we conclude in Section 5.

2. BASIC IDEA

2.1, Prediction Units

In the extraction of PPW's, our system refers only the information of character strings.
Figure 1 shows examples of PPW's. These italic character strings express Japanese phono-
grams. In the PPW's, the mark "®@"” means the variable., In the extraction of PPW's, the
positions of the variables are equal to the positions of different parts of character strings in
the source pairs. The system puts another character string into the position of the variable
and then generates the new character strings.

Palrs of Word and Target Wored

Word Target Word
"diamagnetic, LR
[han placi {a1)
“ferromagnetic, o FE e

tkyau Jrser fai)

Extracted PPW's
PPW 1 Y81 magnebic, Gl B

(BT fraed fai)
FPW 2 “dia, [
[han)
FPW 3 Hferra, "
(kyou)

Figure 1. Examples of FPW's extraction

2.2, Information on PT-ILCS

On PT-TLCS, our system selects the source pairs of PPW's using the only information of
character strings. Someone would think that the system could constraint en the selection of
source pairs using the static knowledge, for example thesaurus., The knowledge needs to be
generated and given to the system by researchers. Most of rule-based approaches have used
the static information., However, the system using the knowledge would have some sérious
problems. One of them is the process of irregular cases in the knowledge. Moreover, the
knowledge should have high quality and good balance between source and target languages.
Therefore, in this research, our system does not use the static knowledge. To resolve these
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Ficurg 2. Experimental system

serious problems, we will consider the algorithm of the knowledge acquisition for the system
in the near future.

2.3, Differences between PT-IL and PT-ILCS

There are two major different points between PT-IL and PT-ILCS. One of them is the
constraint on the selection of source pairs of PPW’s when the aystem extracts PPW's from
source pairs in English-Japanese dictionary. On PT-IL, the system does not extract PPW's
only among the pairs in the dictionary. However one of problems on PT-IL is the insufficient
acquisition of effective PPW's for the prediction process. Therefore the system on PT-ILCS
extracts PPW's among the pairs in the dictionary. To increase effective PPW’s and decrease
ineffective PPW's, the system on PT-ILCS limits the source pairs using the information of
character strings, The details of this process appear in Section 3.2,

Another point is the definition of the correct target word for the system. On PT-IL, the
correct target words are defined as the target words which are registered in English-Japanese
dictionary. On PT-ILCS, we define the correct target word as fitting the context of the field.
We consider that the definition of a target word increases the number of the effective PPW's
and decreases the number of the ineffective PPW's,

3. OUTLINE OF OUR SYSTEM

3.1. Owverview

Figure 2 illustrates the outline of our experimental system. Our system uses two dic-
tionaries. One is the PPW dictionary and another is the English-Japanese dictionary. The
systermn executes four processes, which are the prediction process, the judgment process, the
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learning process and the feedback process. The user executes the proofreading process. Qur
system translates Enpglish into Japanese,

The user inputs an English wors to the experimental system. At first, the system attempts
to translate the word using PPW's in PPW dictionary. If the aystem cannot generate target
words, it will attempt acquiring new PPW’s {rom source pairs selected by the system and
generate the target word using acquired PPW’s. In the case that the system generates some
prediction results, it decides the priority order for each prediction result with the numerical
value of using PIPPW’s, The referred numerical values are as follows:

Al The number of appearances in the experimental data

A2 The number of appearances in the prediction results

AJd The number of appearances in the correct prediction results
A4 The number of appearances in the erroneous prediction results

The system values more Al, A2 and A3, On the other hand, it values less A4, On the
results of prediction for the target word, the system refers Al, A2, A3 and A4 in sequence
and determines the priority order amaong the results of prediction,

[n the next step, the system compares the result of prediction for the target word with
the correct target word. The correct target word is the word that appears in the context
of the field. On the experiment, the user proofreads the result in the only case that the
prediction result does not agree with the correct target word, Thereafter the system does the
feedback process. In this process, the system calculates above Al and A2, In the case that
the system can predict the correct result, the system caleulates above A3, In another case,
the system caleulates above A4, At last, in the learning process, it extracts PPW's and adds
PPW's to PPW dictionary, We have defined the limitation for the PPW's that are added
into PPW dictionary. This limitation is that the character strings of PPW need to construct

other experimental data, The reason of the limitation is to increase the number of effective
PPW's and to decrease the number of ineffective PPW s,

3.2, Constraint on PT-ILCS

In our method, the constraint on the sclection of the source pairs for the prediction units
are as follows:

1. Our system ranks the source pairs using the information of character stings.
2. Qur system extracts the units from the source pairs that are ranked above the threshold.

In the decision of the priority order for the source pairs, the system ranks the source
word with the larger number of character strings above the others, The number is the max-
imum number of matching the character strings of the word with the character string of the
processing word, For examples, between the word ‘electrical material’ and the word ‘mate-
rial,’ the maximum number of matching is 8. In another case, between the word ‘electrical
material’ and the word 'mate’, the number is 4. Our system regards the word ‘material’ as
more effective source of PPW's. And it ranks the word ‘material' above the word ‘mate’ in
the priority order. '

Chur system uses the source pairs of PPW's which are ranked higher than the threshold
for the priority order among the source pairs of PPW's. The user has defined the threshold
in advance,
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4. EVALUATION EXPERIMENTS

4.1. Data and Procedure

To confirm the effectiveness of PT-ILCS, we have done the evaluation experiments. The
data of these experiments are the names of lectures, the names of research groups and the
names of research fields in a faculty of engineering in one university. The number of data is
100. Table 1 indicates the classification according to the numbers of bases in English words
amaong experimental data. Figure 3 shows the examples of experimental data.

The English-Japanese dictionary in our system includes the electrical dictionary “Gene”
(Kubo 1995). The number of pairs of English and Japanese words in the dictionary “Gene”
15 102,156. Moreover, we have extracted the pairs of base and the target word from the
book {Maeda 1994). The number of these pairs is 351. The total number of pairs in initial
English-Japanese dictionary is 102,507,

We have classified the results of the prediction as predictable results or unpredictable
results. Among predictable results, we have defined that the correct results are character
strings that are equal to the correct target word in the context of the filed and that are
ranked within the 10th place in the order of priority among the prediction results. And, in
other cases, we defined the results as the erroneous results, We have evaluated the experiment
with the rates of recall and the rates of precision. The expressions of the rates are as follows:

recalll%) = The number of naf'-rler:'t results 1000
) The nurmber of srperimental dota

L The number of correct reasulis
precision[%H] = , ¥ 100.0
The number of predictable resulta

TaBLeE 1. A table of classified experimental data according to the number of bases

The numbers of bases  The number of experimental data [%5]
L 0 0.0
2 41 41.0
3 35 35.0
4 13 1.1.0
More than § 11 11.0
total 100 100,0
The number of bases:2 The numbaer of bases:3
Waord Target Word Word Target Word
eryoelectronics: iz hro=ra optical-fiber engineering: RFTAATE
(teionn erckuioronibusu) {hikari faiba kougaku)

plasma engineering: I X+I%
(purazumea Eougaku)
opto-electranics: KTl fho=s R
(hikari erekutaronikusu)

The number of basosid The number of basesiMore than &

Ward Target Word Word Target Word

applied electric power TACHTERE biological informatian 4 AR L ALE

laboratory; [dennryoku oupou processing syatem lab.: Lo AT LEFEEE
kenkyuusitsu) {aaifai jouhou syori sisulemu

kennkyuusriisu)

FIGURE 3. Examples of experimental data
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4.2, Hesults

Table 2 indicates the numbers of the predictable and unpredictable results and Table 3
indicates the numbers of the correct and erroneous results in the experiment on PT-ILCS.
And Table 4 shows the recall and precision of the results. On Table 3 and 4, the values
within parentheses indicate the number and the rate for the first candidate among the rank
of the results of the prediction.

Moreover we have done another experiment on PT-IL, The second experiment has been
dane on the same procedure as the first experiment, Table 5 indicates the recall and precision
of the results in the second experiment, The progresses of rates between two experiments are
represented in Figure 4 and 5.

TapLE 2. A table of numbers of the predictable and unpredictable results on PT-ILCS

Date  Prediciable pesults Unpredicteble resulis

0 0 0
24 ] 1T
2l z2 2B
Th 34 11
10a ] 17

TanLgE 3. A table of numbers of the correct and erroneous results on PT-1LCS

Datn  Carrect resulte (First Candldate)  Erroncous resulla Predicalable reaolla
i 0 {0) 0 b
25 2 (o) o ]
ED T {3 15 2%
75 0 (5 25 14
10 14 {4) 19 3

TABRLE 4. A table of results on PT-ILCS

Data  Hecall[%]  (First Candidale)  Precision[%]  {First Candidate)

0 0.0 (0.0 0.0 (0.0}
25 8.0 (0.0 25.0 (0.0)
50 140 [6.0% n.E {11.5}
TS 12.0 (a.7) 26.5 (14,7}
100 14.0 (8,00 206.4 [18.1)

4.3, Consideration

Figure 6 shows one example of correct results. The causes of erroneous results are as
follows:

B1 'The system used PPW’s which have erroneous correspondence between source and
target words.
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TABLE 5. A table of results on PT-IL

Date  Recsll®) Precision|%]

0 0.0 0.0
25 0.0 0.0
a0 B.0 33.3
T8 8.7 27.B
100 T.0 28.9

L

ALY ]

-
bl
a

=
=]

=
-3

Rate of recall [%]

Mumber af da

FicurRE 4. The comparison between the Figure 5. The comparison between the
recall on PT-ILCS and the recall on PT-IL rates of precision on PT-ILCS and on PT-IL

B2 A part of the target word on the erroneous result differed from the part on the correct
target word.

B3 The correct results were ranked under the 11th among results of the prediction,

We consider that our system extracted ineffective PPW's at the erroneocus position be-
tween source and target words., Our system uses the only information of character strings. To
decrease the number of erroneous results by the cause B1, the system needs to employ other
types of the knowledge. However, the use of static knowledge has some problems, Therefore,
we need to consider the algorithin for the knowledge acquisition,

An example of erroneous results by the canse B2 is ‘gasecus electronics, ffkT Lo 7 |
0= A (kitai erekutoronthusu).’ The result is constructed by the PPW’s ‘gpasecus, € {&
(kitai)’ and ‘@1 electronics, @1 =V & b 0 =4 & (erekutoronikusu).’ In this example, the
correct target word is ‘SEERF L4 (kitai densi kougaku).' The reason of the extracted PPW
‘electronics, T -7 b B =2 A {erckutoronikusu)’ is that there are the pairs ‘power electronics,
SNU—x by b =22 (paweh erekutoronikusy)’ and ‘plasma electronics, 7 7 X+ L 2
kB =2 A (purazuma erekutoronikusu)’ among experimental data. Therefore, the system
corresponded ‘electronics’ to ‘o P =& A [er&kuiuranikwu}i’ On this experiment, we
have regarded these results as erroneous results, However, we regard such results as dependent

on target words apprearing in the experimental data. From this, our system can adapt to
the field of context.
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Experimental Daia
Word Targat Word
electronic system engineering:  WT 2 F L THHIE
[densi airutermu kougaku kouza)

i
Appearing Expeimental Data

Word Target Word
electrical system engineering: TWE 2 F LTS
[denki sisutemnu kougeku kouza)

el
PPW Dhctionary
English PW JTapanese PW
ayelem Engineqn'ns: AT TERmE
(k1 sisutemu kougaku kouza)
system engineering: PATLTSEIRE

{aisutemu kourakn j:n'u.zm]-

efc.
English-Japaneae Dictionary
Word Target Word
elecironic book: 1R S
(densi bukku)
electronic mail: BT
(denatl yuubin)

el
PPW from English-Japancse Dictionary
English PW Japanese PW
electronic ©00: W oEl
(den @1}
electranic @0H: W dn
{denst @7)
ek,

U

Prediction Results
B AT LIREE
(den sisutemy kougaku kowza)
BF YATLIHME
[densi sisutemu kouraku kowsa)
ete,

Figune 6.  An example of Prediction Process

An example of erroneous results by the cause B3 is ‘laser engineering, W —¥ L%, The
system ranked this result the 14th place in the priority order among prediction results. We
need to improve the decision method for the priority order. And we consider that one method
is the system would acquire and employ the rules for connections between PPW's.

. CONCLUSION
This paper addressed and evaluated the constraint method for source pairs of PPW's

on the prediction method of target word using inductive learning, Moreover, we considered
the results of evaluation experiment. The number of correct prediction results on PT-ILCS
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is larger than the number on PT-IL. From the consideration, we confirmed the effectiveness

of PT-ILCS. To rise the precision, we have to consider the acquisition method and the
application method of the knowledge in the near future,
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