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ABSTRACT

The new capabilities added to MPEG -4 are U fentores
ol face animation and body animedion. Tow bit-raba video
lienited to such seanes that contaln s laoe(r} & disoussed n
this paper in the light of those new features of MPEG-4,
T el i dotectlon, annlyais and dracking of n face, which
are erudially imortant for such low bit-rate video coding,
the Scost and Longuet-Higginn algoerithm wos studicd o
find the correspaanbence of feature points of a face.

[ INTRRODUCTION

The apeed of digital comomnication channels has been
drmmatically increased from the srder of kbits/s for tele-
phone to Giga bits in the internet backbooes.  IL s
ot svwnclays Imposible o transnit digital vides of 10
Mbits/s by using MPEG-2 via the satellite or optical fiber
cbibos, Tha MPEG2 in n coding seheme Lo com pres video
information down to 17000 - L1000 of the oniginal source
voduma, by means of the DOT {Discrate Cosine Trans-
form) amd motion vector saarch among the fraemes, (1.
Py nwd B-frame) in the stroam of video frames Lo elim-
inate intra- aed wer-frame redumsdancees, The ordinary
¥ldeo in NTHC format requires at least 5 Mbits/s in dig-
lnl vides sven with this bigh level of compression, The
how bit-rate ersion of MPEG, called [-1-:!113,4.-“ CXMTIHS L
wrnnlbor CIF aige Innge, sod mateh the sutput 1696 strenm
to the spesd of 64 Kbits/s achisvabla by digltal telephooe
lhisem, I orcer 1o go beyond the lmitation of sucl source
coding methods, it will inevitably become necessary to
extract oy the useful and inemsingiul infocmation cop-
tained jo a video strenm and iransmit only the condensed
nhstenotel informatbom,

An avatar, svnonyvos of a virtual clone, can be sent on
beliadf of & talking person to o rectlving site, then the
avatar can mimic the way the person calks for che remote
awdien, Ut informntion sich ns head motion and fi-
clal expressions is provided in a descriptive texl. Avatars
e B eponted mnlnly Fsr the virtunl meadity oybsirs
space ns anl agent of whoever wlslies w explore the virtual
d=13 wowld, auch m s victual towin, A cartiin type of video
seenes that contakos a face, for boslance, o news caster in
the TV prograsm, con wtilige tlw coneept of the avalar to

Thie wark wns partly suppeeted by o granl from Telecommunica-
tlome Advancemien Chiganicating of Jajpam (TALD,
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compress the valume of video further beyond the capatil-
Ity of tlig tenchitional pource coding. Croathon of an avicar
from & real person then to keep track of his motion and
Fcinl exprogalons are Uie elallenge for the oncodser,

Cuated from the artlele [4), MPEG-4 foresse thit talk-
ing heads will serve an important role in future customer
wervhen applications,  For examphy, & costomlsed agont
model can be defived for games or wels-hnsed customer
aervice applicativne. To this affect, MPEG-4 ennblos in-
tegration of face animation with multimedia comimnmnioa.
iiony and presentationa and alkess fuoe animation owver
bow bit ente communication chanmels, foe polot to polat
as woll as multi-point conmnectlors with low-delay. With
ATE T's Implementation of nn MPEG-4 fee anfmstion
system, we can animate & [ece models with a data rate
of B0 - 2000bits . In many appleatkns like Blectronic
Commiercs, tle integration of face animation and test bo
specch synthesizer s of special intereat, MPEG-4 defines
an applicacion program lotetface for TTS aynthesizer. Us-
liig this boterfon, the synthesizer can be used (o pro-
vide phenames and related timing bsformatlon Lo e fwe
model. The phonemes are converted into correspondiog
manth shapes enabling slmple talking bead applications.
Adding faciil expressions 1o the talking head is achieved
ilng laskaanrkn in the taxt. This integraclon allows Tor
animated talking heads driven just by one text stream af
o data el of s Clean 200 bits/s,  Sulsfective teats re-
ported show that an Electronle Commerce wel slie witl
talking facea geta higher rabingn than the sane wob site
without telking faces, In an amendienst ta Che standurd
foreeen In 2000, MPEG-4 will ndd bady animation to its
vl sot tlies allowing the standasdized anlmation of comne
prlete human bodies

The same article alse mentions that it is important to
note that MPEG-4 only specifies the decoding of eompli-
adrl bit stressmes in an MPEG-4 terminal. The encoders do
wnjoy i large degree of fresdom In leow W geoeente MPEG-
4 complinnt bit streams, 1o this paper, issues pertaining
“low hit rate video by ceontbon of svainars” are disoussed
from the viewpoint of translating & facial video to generate
i Tace model, hemnld 1relsnn, and nsociated facinl expros-
ghona, Ag long as the bit stream prodoced by tle encoder
in complinnt with the MPEG-4 (proprietacy) Boe moadal,

- 12—



which apescifies B4 featirure pointe aid 63 FAP (Fueisl An-
imation Poramesters] categocized ioto 10 groups redated
o parte of the faee, faelal aslinatlon can e peeanat fietod
and rendered at the receiving end. Epcoding requires inore
wowk, as it regquines detadl feature analysis of the Gee.

11. 3D FACE MODEL

MPEG-4 handles multismdein objects sueh as still ime
aped, video objects, audio ohjects represemting both nat-
urnl sngd synthtle content tvpes,  Froe animatlon and
20 mesh animatbon are incheded o MPEG-A, version
I whersns body andmatien and 30 meah anhnation aea
supported in veralon 2. Anpother functionalicy of fnpoe-
tamwee in BISE (Dinary Forma loc Soenes) which bus mace
streaming multkmedla contenta, compresalon, and wser fi-
ternctivity possilile,  Thiss, there nre two ways o ani
mite a face, One B w wie the face model predefined
in the fhos anlmation, then aniimates |.'|-_1-' meidia of FAT
The oiher 18 vo use the BISF for model construetbon sl
osrnnpllation. Tn elther case, & face & modelled as a2 30
wire frame neeal which |8 deseribed by an indexsd fueo
b, IndezedFacesel in VRML syntax, In the face ani-
nition, anly those fealuro palits defined by FOF (Fueo
Difinition Parameters] such as dobtom of the chin, left
chetk wone and center af the prpfl of deff dye must
b supplied from the video source. As for motion of the
fnce, general expressions such aa fop, sedness or local
meovernents such as yaw_ r_ egeball, ditate | prpil and
raise_r_§_ eyebrow are among many other FAP's which
manuphlate facial expresalons with respest to FOE The
feature points defined in FDP are ahown fo Fig L.

R N T B
R by

Fig. 1 Festure pobots i MPEG-4 face model

In order to take advisdage of the foe wilmitioen, W @
extremiely importent to find FDP as well as FAF from &
perien of video frames to make an avainar ook like n parscn

I ibe vidhsa soeae wld aee ke thal person, However, it
e ol g0 sy booautomatically judpe il chere s a feoc or
arme imore than one face in the eeene, loenke Tacial paris
gl a8 eyed, ivose ol moutls then keegs crack af thedr neo-
tions. 1n the next section, an approach originally propeeed
iy Secal and Longued-Ilgging o applied to thie prodlemn,
This method recognizes major features invelved within n
fatiie Lhien the nisceosaive hmnges Ly one Lo oorraagxa-
denne with respect to the detected feature points, Facial
Brmture pobints thist co-exist along witlh obler leaturs (0=
virlved n tlwe scene can be kentifled by the belp of a knowl-
eige binae that defines the face. Qnee thin stej s aceoms
plighed, at deast 20 FOP's that ean be determined rom a
aiskiiral Faoe booking straight ahead, are obtained, Closer
beeal exniminations are necetaary with respect Lo eyes or
msniithi in order to determine specific values of FAP s,

II1. FEATURE EXTRACTION AND
MATCHING

Tmages in n video clip are highly rorrelated within o
seone uotil prsnbig the soae Lo R BEW BEONG GOCWEE, As-
gumse that at beast one object is common to all the frames,
Bar lnatnnes, & faee,  The altimate oljective here (5 to
create an svatar of & human face contaived in & series of
whiloo images as a 300 swsdel, Flab probbam (s o eo lde-
tify objects in & single frame, Second problem is bow to
correspond two objecta of the same Kind n between two
frapes. Denling with human faces, it is apprrent Ehat s
tion of the head, opening amd closing of mouth and opes
and the expresslon of emotion, al] depend on swecsaful
Feature identification and frame-to-frame matching.

When a video image i CIF stze of 338 = 32 az shown in
g2, the bongge las o tetnd ol W3 ntures, squbyilent
to bhe total number of pixels, This is, however, Br tee -
marois compared with the nunibor of FDP'e. The ahapes
of the face and its components - eyes, nose, mouth, eye
beows, ears are more important than texture, the autlipes
of the ohjects in o scene crery such information that ohject
wtentification requires, that ks, Hne drawing as opposed
b pabating eontalen mers charmetaristhe nformation aas o
find what objects are in the scene. Thus, for the purpose
of feature extractlon, snch video image n Ame converted
to an image of contour lines. Among many different ways
b obtain ecomtour s of o inisge sisch a Ahe gredlent
method, Laplacian flter, and multi-ceselution sub-band
Aleers to mentlon a bew, the gradbent method wan weed as
the oulput represents gray scale varlations lor edges n-
atendd of the binary valies.

Consbdering thal the steonger s the gradlent al edges,
the betber represents o leature, we can choose those polints
thnt exceed a certain threshold vahee as significant ta cep-
restnt the contour Tines, This process of applying the gri-
dient edge filter and thresholdiog reduces the number of
featibes from the tatal nimber of plaels down to o amnll
fraction of the imege size. Although threahoding on the
genclienn filtered lmage detects important Eacinl fentires,
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it wfeen fails to retnin importanl but delicats minute de-
tidla. Thils s eootrary to the conbour lines detected by the
zero-crousing after the application of the Laplacian Gloer.

Fig. 2 Successive video frames al 3 fps, (moves [ram
Iefd ber right Ehen to tle nexl row)

Thuas, we obtain o sparse matry representing tle odges
Eimn) lavligg the gradient wmlies anly nt thoss (im0}
wiere the gradient value excesds the threshold. We fur-
tlear reduce the number of the element of Elsrn) by se
lectiong the lnrgest N alaments of Eim,n). At the same
time, we nssign the walue of 1 to nen-zero points to
presduee o new spiess iaieky of Lhe exactly W fembures,
namely Flm, n) = lrberord), Follvwing this procesa, the
fenture sparss malslom can ba gonerabod [or susomssls
video frames. Lot Fi{m, n) and F;{m,n} be the feature
matricos of the ith and j-th framoe. Since both F(m,n)
il Fy{m,n) tnke wither 1 or 0, convert these to feature
vectors Tk}, B = 1,2, ¥ and J(#), # = 1,2,--- M.
Uhee mizxl atep s to asscelate feature points (or features in
short) in the two vectors [ and J which represent shagaes
af patterns b the lmages 1 and §. The leature polnts bn
both f and J represent similar patterns but not arranged
In the aaied order. The method proposed by Scodt and
Longuet-Higging [3 ofers an excellent algorithm in asso-
clatlng the (matures of [ with J,

The Scotl and Longuet-Higgins algorithm is & straight-
frward application of the singular vilus desoinponkl o
[BVIHF to o proximity matrix built from the feature v
tora [ and . The prosimity matrix G e M o< N makrix
that defires Gaussian welghted dlstance between the fea-
Lure vectors § and J, for which each alement is given by

I'Ti...l ] B Fad

e = |k} = €N

Whers, k= 1,3 M, F= 1,2, N and rgu is the
Eusclicinn distance setween Ll leatoee kof T aod che (s=a-
ture £ of J. (g 8 a positive definite and monotonically
doeransing with the distnnes vy e o condrals Che Lglitneas
of azsociation. For a small o, the features & and & are
regnrded ae nasoslated when bhe distanse betwesn Lhemn
s relatbvely emall. Two polots of & further distance are
rugnrded an nasockabed when a larger & 18 chosen,

Fiag, 3 Matching leaturm batwean the bwo plearon
armanged side-by-side in Fig.2,
We now perlorm the singulae svalue  cdesompositlon
(8%D] on G, that results in

G=UDv',
Where, U s o M = N matrix that consists of an orthog:
opnl set of wectom which apan the ealumi spaee of the
matrlx 2. W s 8 /¥ = ¥ orthogonal matrix that spans
the row apace of G, L and ¥ oere unitery and satbaly
U0 = [and ¥TW = ¥WT = I, When M < N, only
tho sub-mpiris & = M of V 1o slgnificant. D s o & = N
dingonal matrly where a value of the dlagonal corresponds
Lo the miggnitisde of the dot pradict af the sereeapond lng
columns of the U and V, ie. singulnr value. The magni-
Lude of the dingannl alemems of LY decronses a8 Ll column
number increases, This means that the first columns in
the LI and ¥ are the major contributor of the matelz 1)
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[principal ortlogopnl veetam),
The Seott and Longuat-Higging principle nsserta that

P = UEVT

ohtained by replacing D by the identity matrix B viekds
the asmneiation betaeen the featutes [ and J. [nstend of
ledting a fow princlpal veotors in the W and %, which cor-
rﬂipcm-rl tio the major !glirlp;l,l'ﬂ.l’ waliges .Dp_._‘l represent the
proximity matrix G, the identity mairix E rather forces all
the orthogonal vectors to evenly participate to produce P
If the slomont Py of P i the grentest alensent in 1w row
nrdd the grestest element in its column, the feature k)
and the featore JE) am regarded na 11 corrmpondenes
ench other. IF this is oot the oase, the feature J(k) un-
auccessfully competes with other features for partnership
with J{#). Also, the property that 35, P8, = 1 implies
that a festure F(k) canmot be strongly associated with
mars Bl one feature J( ),

The results of the fncinl fenbure mnlching is shown n
Fig. 3. The number of feature pointz presented to the
Seott nnd Longuoot-Higglne algorithm b 100, Agpraxl-
mately 855 of the 100 feature points were mabched for
tlils particular sed of vldeo lmages. As alown b Fig.d,
good matching are found for the cyes, nose and mouth
hetwesn the two images, Though this axperiment uaed
only the fee part to keep the naimber of feabiure paints Lo
b 100, The method is applicable to the entire images.

IV. AVATARS BY SURFACE RENDERING
WITH TEXTURE

The face anlmation of MPEG-4 I8 intended to anlmate
n aynthatle fnon, Although tho face modal can be smodi
fied b resmble the orignal face in terms of its shape and
Ll Lexture (203 image), the crenbed avabar ln Bol o resl
raplica of the perscn, An alternative (o the use of this
fnoe modal & to ase BIFS [Binary Format for Scenca), By
using & relatively simple fnce annlyzer, the basic shape of
hia/her bead can be determined from a few feature param:
eters, By means of & (sce onlyger program that mansures
horizontal-vertical ratio, deviation Factor from an ellipse,
chin ritio, nose posltion/ralks, aye poaltion/ratlo, & wire
frame meede] of the face can be constructed automatically.
Then, the textura of the 20 source lnnge & auper im posesd
on the wiraframe. The temporal changes of feckal expres-
sions are pupplied to the avatar 0a o sub-picture of the
fve alome. The size of the sub-pleture mnak be egual to
the mesh size covering the face area of the avntar, The
enwxsder simply kesps track of head motion and disregands
the face, in other words, the movements of fackal com-
ponents altogether. BIFS can crente avalar's wireframe
fromn the baale face parameters. There are mechaniams in
IS o send sob-pieturas a8 testups, then 1o move Ll
avatar's head. Figure 4 shows an avatar constructed this
wiy., To nuake the Images o litth one renlietle, the wire
(rame mesh around the nose was deformed from the age

shinprai,

Fig. 1 Head rotation of the texture based avatar,
(imesves [Fam
keft ko right then to the next row at 3 [ps)

V. VIRML AND JAVA SCRIPT

As mentloned in the artkele [5], while an MPEG-4 BIFS
wenpn hins, for thse most part, & slruelure Inliritesl e
the Virtual Reality Modeling Langusge (VEML 2.0, its
pxplleit bl alremn regensntation & eompitaly difsrent,
Moreover, MPEG-4 adds seversl distinguishing mecha-
pilsand to VML dita steenming. seons wpcates and eome
presion,  In MPEG-4 wsing s client-server masbel, An
MPEG-4 cllend {or browsor) contacts an MPEG-4 sorvr,
nsks for conbent, receives the content, and remlen the con-
tant. This 'eontent” can conaket of video datn, misdico data,
wtill imapes, synthetie 200 or 30 dakn, or all of Lhe abwose,

As far as the |oterscelve data atteaming ls coneorned,
YRML and Java script can jointly perform the same fone-
LIunu.llL}' Binee both the Guee mostdel i te Tsee wmlml ko
and the wircframe mesh in BIFS define a 30 object by
inderFaceSel of VAML, conatructlon of & vaery simpli-
fied avatar and medbon control are demanstcated by wsing
YRML inintead of MPEG-4, The [ollowing code conblrucda
and renders the Eacial components, eyes, pose and mouth,
then moves the eyes nnd the lips sochronized with thner,
amoathly by inlerpolation applbed to the Indexed laee o1,
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Fig- & 310 Avntor oreated by the VRML seript shown

VL COMCLLITSTONM

The fensibilty of Llw concept to have the avatar rep-
resent noperson in video seenes g studied In this pa-
pir, The lsues related w identilyiog [aclal fenture pointa
and mabching the same [eatores are discassed o depth.
The Seatt and Longuet-Higgins alpoeitbm is found ta be
proanising for automatbically locating cthose featurss and
e for the purpose of motion tencking, MIPPEG:4 his
all wols needed by the low bit rate video wtilizing the
Avaiar 159:11!:] rmmhlinﬁ N pETRAN N widess soenes, How-
aver bullding an inealligent encoder requives more sophis-
ticabed knowbedge base even with the Scott and Longust-
Higging algorich for video mags analysis,
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