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ABSTRACT

[n this paper, we describe a synisctic analyeis method
ualng industive |leaming, as waoll as detalls concerming
the experiment wsed in the performancs svaluation for
this methed. In our proposed method, 1he parser as-
quires parsing nales using the examples of parsing re-
sultd, and in parses Mapaneie semtences ubing the ac-
quired parsing rules. We consider our proposed
mathod can resolve problems associated wath the
Rule-based method, the Example-based mathod aed
atatigtical methed. W performed the experiment nsing
EDR Japnmese Corpua, In this study, we evaluste the
resulia and the ability of uaing our proposed metbcd of
mductive |leaming

Keywords: Syniactic analysic, Inductive leaming,
Parser, Dependency

1 INTRODUCTION

In natursl [anguage procesing, Parsing is veTy Important i
analvzing sentences, Therafore, a gruat deal of resedarch
conceming the fymitactic analysis method has been foemed
an, The maln method of parsing is 1be Bule-based mebod
[1](2]. Howewver, the Rule-based method cazmot deal ada-
quately with vaneus lingulste phenomena dus 1o g ose of
limited rodes, Therefore, i paming abilicy 18 low,

To resalyve this problem, Example-based approach
hns become a common technkque for maml lenguags
processing, especially in machioe tanalatioms [3][4][5].
Esxnrriple-baged pamer wud recently propossd (6], The sos-
rect parsing mate and the accuracy of Example-baged parser
is high because this methed adapes to data auematically,
However, this method requires many examples of pacied
gentences in order to parse sentences cormectly.

bareowver, the symnmEctc analysis methods which
uwtilize troe Fmuciure were propoded [T][B)9). These math-
ads pares sentences sioahesrically by waing a o aeruehure,
In addition to the metheds mentioned above, a method to
sxbmcy gramunas from a corpus automarcally hes besn
proposed [10]. Howewver, the ability of 1the parser based cq
atutintiaal method depends on sample santences.

I order 10 mesolve the paoblems associaed with
ihede ayniactic analviis metods, we proposed & syaticds
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analysis method wsing inducove keaming. In thia meetheod,
parsing rules are inductively scquired and parsing resubts
wre produced through the use of these rules, This metbod
does not decide the salotion stochastically,. We oonsider
it ia poasible to scquire parsing rales sutomatically, and
extract parsing rules of vanous abstraction degress from
the dcguired nuse resuralvely, In cur proposed sethod,
parfing rules are mot grammatical, Thess rules are ax-
tragied froam woed stringe by using inductive |eamdng.
Moreover, wa congider that the parser based on our pro-
possd method can improve aesurasy by applying pamsing
rules of the mast suwirble absraction degree 1o the LEpat
word aring. A parser based on this method will continu-
susly avalve to higher level of qualley, snd will sotively
adapt o 1be imput data, Because the learning algorithm
does not depend o the language in this method, we be-
liewe it can be applied to variows langosges.

1 OUTLINE

Figure | shows the catline of this mothad The sxper=
meneal gystem based on this method &3 a Japanese parser.

Fieat, the wser imputs o werd séring (in our case, a
Jopanese sentence]. This word striog 2 obtined by
mecognizing s ward by valng Iaduetve lexming [L1)
Table | abows an example of a Jepaness sentence and its
word swing. [n this paper, Japamede are writken in fialicr,
Second, (0 the pareing process, he parser producsss pars-
ing resulis using the paraing rules which has already ac-




Table 1; Example af a Japanese aeqence

Japanese AT el LA N WGk i
liak 1 did many kinds of research,
Ward siring wibarhi oy | o | kenkyu | wo | okswana.

Table 2: Example of representation of parsing result in this gywiem

[Parsing resul

[[wazrashi 0 wa p#2 (oir oono plEl 10k we pWl $1E3(skomatss v 1] |

| J: Semtenca, { 1 Phrase, #.5: Dependancy relstonship, n: Noun, g Partiche, v Verb

refulls using the parsing rules which has alreacdy segudred
in the besrning peocess. Figure 2 shows an sxample of a
pares troe, Tablbe 1 shows an example of the represeniation
of the parsing result from this parser. The mpresentation in
Table 2 |s the parsing resuli from Figure 1, An explanation
af the metbod of represemtation in this paper s done, In
Table 2, a senience is encioaed within *[ 17, a phrase i en-
closed within *( )% and a chameier reprosenis o part of
speech of Japaness word in front of it, The symbols: ¥
and "§' represent the dependency redntionahip and ke
nuembers represent the distances beoween their phrases. In
this case, the phmss “[watashi 1 va )’ modifes the phrase
Yokonata w)', the phrase “ohy 6 o p)* modifies the
phmse “(kenkpu 1 wo p)' and the phrase *(kemiys n wo p)’
modifies phirmse “ekomarra +)°, The pan of speech i at-
tached to the word. Thind, the user proafreads the parsing
resulls, Fourth, in the feedback process, the parsec deter-
pnanes the Armeds degres and performs the selection process
of pacsing mled, In the lesming process, YErious parsing
rales are exwacied from e mpat word string asd ids
procireading parsing resait by inductive leaming, Table 3
gherws axamples of pareing rules, There are three kinds of
parsing rules, *sentence parsing rule’, ‘depandency parting
riele” and “word parlag rude'. 1n this whle, 1he wonds (o the
left of the colen *:" are wopd serings and the woeds 1o the
right of the colon ' ace reprasentations of the paring re-
sulis iy this parser, Meoreover, new parsing niles are recur-
sively eatracted from the acquired parsing nales in this
process. The dictbopsry of parsing rules becomes mone de-
fined or exact by repetition of the above-mentionsd prog-
apdes. Thi, the parser continuoualy Improves los qualliy of
parsing,

2.1 PARSING PROCESS
In this proceas, the perssr parses he mpul wosd Fengs,

The best match pamsing nule is sequentially applied to the .

impaal woard skring and o parsing resull b produced. Figure 3
shows an example of bow the paresr produces @ parsing
reglt, [n this figrare, {1 word string inpat. (2)The panser ro.
trigves the best masch parsing rules from the, dictionary af
pamsing males, (3)The parger applies the retreved parsing
rubes to the input weed #ring. [o this case, e psjenik '*'
1% an unknown dependéncy relationship. Thie dependency
relationahip in analveed By the dependoray parsing rule (b,
(4)The parsar owtpues ihe paraing resalt. When tao or mors
parsing nales can b applied, the rule is applied in the fol-
lowing arder.
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warashi ve  eume  berba so okonidne
(1 il many kinds of research. |

Figure 2: Example of parse tree

The masch rule 15 the longest and maxismuem mumber
of chameters,

The number af pales composed 18 minimum,

The average of comroct paming rate of the parsing
ritles whlsh compase {s the higheat ong,

The total of correct parsing degres of the parsing
niles which compose is the highest ape,

The teeal of error-pareing degres of the parsing rules
which compose is the lowest ape,

The dictiomiry procedare is first,

2.2 FEEDBACK FROCESS

Th-u procedure for the feedback process (s as follows,
The parser decides the common parts and the diffar.
£nt parts hetween the parsing result and the proof-
reading parsing resuls,
The commeon parts wre assumed comrect,
The different pasts are wawred incormeat.
The parser adds | o the correct parsing frequency of
ihe eormesily analyzed pariing nilea,
The parser adds 1 1o the erroc-parsing frequency of
ihe erroneoualy amlyzed parsing nules,

1.3 LEARNING PROCESS

[n e learning process, the parsing rules are acquirsd by
using the word strings and the proofresding pamsing result
The parsing rules are acquired from the common pants
and the different paris. The pateer recursively repeats this
process unell a new rule ls not eximected from the se-
quired parsing rales [12]. Then, the dependency relatico-
ship 18 aenarmed that it 18 6 commen par oaly when twa
of more relations betwesn gl words are the same. The
parsing rules concerning ihe dependency relationship are
scquired from the different parts and, the pamer retins
the parsing rules of the dependency relationship. The
parser acquires the parsing rules when the common pan
mie of the dependency relsionship is 50% or more &nd
ihie charsster corregpending mie 6 30% or more,




Table 3: Examples of parsing rules

Séntence  parsing | <wareshi we oku mo benb we okaranns | ;
Tule [{warazdi o we pIH3 [ﬂ-l'unwp}ﬂil[#n&}mnwp}#lilﬂ{mh?nmﬁr =
i wa ik no @0 we @2
- [0 v P (e o p#] S)(EN] wo pl#) 3183062 )]
Dependancy f{warashi wa) (okomatta ) | (watashi a wa p) (okonana v, ¥
parsing rule foku mah (kerkyu wo) ; (okor 0o p) (kenkyi 0 we p)f
Mk we) (oharanta ) ¢ (el o e p) (okoniia v |,
J1EN) wa) {okenana ) ¢ (@0 wa p) (okonaie v )
okw ma {0 wo) @ (okar nag p) (@K wo p)
Word parsing rule | <waranhi @ wasshi o> <kmbar bk e <DRanalio | okoueria v

[ ]: Sentemea, | ) Phrase, #,3: Dependency relationahip, n: Noun, p: Pamicls, v Varb, @ Variakls

(1) The input word sirmg:
wasrrhi wa o ma kel wa akenaiia |
== (1 did mamy kinda of research.)
(2} The parsing rules;

7} The application of parsmg rules:
= (a)and (g)

= b

(43 The parsing result:

(@) <0 wa ok no @1 wo @2 . : [(E0 wa p)*0 (oke o no pW] S10E] wo p)F] 51(@E2 1]
(b)  waeashi wa) (akomatra ) (wakask nowa p) {okomata v )Y
(g} =wrrarhi ; wolgahd 1= <kenkyu kemkye o <okonania | akeratta v

<A LEshE wa oke mo bemkiu we oloeaiia .
[(waararhi novee p)™(0 (o noae piRl 5L kenkn nwe pIN ] S1(akamatta v ) ]=

<watami wa ok no benb ko okoraita | |
[(wirdashd nwa pl3 (odu 0 mo L S Lkenkyu oowe pif] 3153 (akonarra v )=

[vieramaki 0w piRd Coki ooao Pl 8 10kenkve nowo piil 1 5 akonatia v )]

Figure 3: Example of parsing process

Figuare 4 shows an example of the axiracted pacming
males (romn the scquired parsing rules using industive
learning. In this figure, there are the acquired parsing rules
(a}~(d) in the dictionary of parsing rules, The nules (a) and
(b) are sentence parsing rules. The rules (£} and (d) are de-
pendency parelng rules, In (a) and (b, 1he underined parts
are the different parts. The commen parts do oot requirs
changing, and the parser change the different parts imto
vanabdas, Thus, & new parsieg mule (8} 13 exirasted,
Thereby, new ward parsing rules ¢f) are extracted. In the
sama way, & naw dependenny pamsing rule (g) |s extrasied
fram (e and (d). Thersby, new word parsing rules are ex-
tracted from the diffenamt pars,

J EXPERIMENT

We performed the experiment using EDR Japanese Coopus
[13]. In this experiment, we used 5000 pentences in tba
corpus. A single sentence i§ input to 1be parser, That ks,
input sentencea are usknown. Therefore, the parser can
dynamically adapt to the input seatence,

In this experiment, we coocentrated only on the
evaluation of the dependency relationship. Becauss, the
mumber of sentences used in this experiment was oot
enough b fully demoarmats the ability of e parser sub-
stanrially. We songider the ability of the parser can be
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demenstrated only if the namber of sentences in grestly
increased,

I 1his axpericient, a comect parsing result defined
the sume type of dependency melatiopship as ibe EDR
Japanase Corpus.

3.1 EXPERIMENT PROCEDURE

Tha dictiosary of parsing rule 18 smpey 1o the lnidal nabe,
Ve sxpenmented using the following proceduns,

I, A Japansse sentence is changed into 3 word string.

IL The ward string s lput.

01, The parser paraed the lnguwl wond string with the dlo-
tonary of parsing rules and a parsing result is ob-
mined, (In this experiment, the result is the depend-
ency relationship bepween phrazes.)

IV, The feedback processing is dooe from the pamsing
result and EDR Japanese conpus,

¥, The parsing rules are scquired by using imductive
leaming from paies in the word sting and the paraing
reuit that has been proofread.

Y1 Mew parzing rales are exiracted from the parsing
nabes that hive already been acquired using inductive
learping in atep Y.

VIL S1ep VI is recumsively tepeated wntll oo new mues
are sxtracted.

~219~




(1) The acquired parsing rubs

(2} Thé oxiracted parsing niles
From (&) and (b)

From (¢} and (d)

(h) _ <watash ; watrshi i <karg ; kare 1>

(0) <0 wa banks wo okosara , 2 ((EI0 wa pIO2 (Renk  we pid] §1S2(ckonaia v . j]>
{b) @0 wa katruds wo okonorta . ; [(E0 we p)#2 (fauudo o we p)Fl 5132(ckonana v )
(e) anashl wa) [okanatta ) | (sgueshin wa p) (ekonaia v )

(d)  Mhgre wal (okeasnia ) ; (e o wa p) (akemena v, 3

(&) <im0 we @1 wo akonatte . : [(EE0 wa P2 (GE] wo pW1 5152 (ckamaita v 1=
(ff  kambpar ; kembyw ni <karsude | brinudo o>

() (D0 wa) (okonama ) | (G0 wa p) (okonata v )/

Flgure 4: Exanple of the exiracted parsing rules fom the scquired parsing rules

VIO, The operation above i3 repeated wsing skout 3000
lapanass §enbenoed,

In step W, the pumber of seniences that the parses
learmp 1y 100 sentanced before the inpal semeses, Bocalss,
we congder that {0 B unnecessary o lears all semtemces
from the iandpedet of human |eaming ressarch,

3.2 EXPERIMENT RESULTS

Flgure 5 shows the change of 1be cameet parsing rate for
this expeniment. The tofal correct parmng nite wad 11.7%,
The comest passing rabe between 2 501 and 3000 een-
temcor was 28.0%. Moreover, the cormect parsing mse he-
rween <, 501 and 5000 santences wae 33.9%., The comeet
parsing rate of the pareer based oo our proposed method is
Elightly iglhier. Therefors, we confinm that ibe functional-
ity of this method s high and efective.

4 DISCUSSION

In Figure 5, the sooursgy of the parsing resulis based on
this method improves pradually. In the initisl state, the die-
Heonary of paraing rules |8 emnpey. Thamiore, when the
nwmber of input sentences is Jow, the number of parsing
ruled |4 alse low, Then, the parsing nales thal can be ap-
plied ve the inpat wond stiag ane naf usaally bn the diction-
ary of parsing rubes. Therefore, the dependency ralation-
ship cannot be determined during the parsing process, and
the coerrect parsing rate 18 byw when the nuwmber of input
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sentences i low, Howeves, the number of parsing rulea
increases when the mumber of nput sentences Lnoreases,
and i namber of parsing roles which can be applied
the imput word string incredses, As b result, the depend-
ency relationship can be determined during the pareing
process and the correct paming mte riess, as well, There-
fare, our proposed method has the ability o moprove sc-
curncy of the dependenay melationship gradunlly and in-

creased effectiveness can be realized,

Mext, we dascribe an exsmple of 1be ermor parFing
in the experiment. In the case thet the parser applied an
acquired dependency parsing nabe to an inpud word Sring,
the parser nleo applled an error-paraing rule fo unrelsisd
phrases. An emmor ccowmed often when the vanable was
included in the parsing rale, We condider the error oc-
curred because the parser applied the parsing rules a5 of=
ten ag possible. However, we also consider the number of
arrors will gradually dearease as the number of parsing
Tules imcreages,

[n the caes in which the sumber of parsing rules
increases, o v problem ococurs, increase of processing
time, In the paming proesss and learming process, ihe
processing time ncreases, To decrease time i the pars-
img procass, we will examine 8 elassification of the die-
tionary of parsing ndes, The time o find the applied
paralng rale in the dictionary can be decrsnsed during the
pamsing progess. Moreover, (o dacresse time during the
lenmilng process, the pareser dhould extract the paming
mules efficianly. Therefore, we examine the addition of
heuriatica.

5 COMPARISON WITH OTHER
METHODS

In thig chapier, we dessribe the comparison hetwoen our
proposed method and the other methods,

As described in Chapier [, the main method of &
perser is the Rule-based method [1][2]. In this method,
the prammaticsl mles must be mamally prepared.
Therefors, this methesd cannot dea) adsguately with van-
ous fingnissic phenomens due o its use of homted mules.
Thua, s correct parsdog e s low ol tbe guality i
poot. In our propased method, the parsing mules can ba




automstically acquired from the exampiss of parsing by
using inductive eaming, AJ a result, & parser hasad an our
propoasd method can dynamically sdapt to the ioput sen-
tences and deal adequately with various linguistic phes

MLOEmEnia,

Mexi, we mitempt 10 cHnpase cur propeded method
with the Example-tased methed (8], In the Example-based
methed, the input sentence (s compated to axamples, the
examples which can be applisd are selected and the parsing
results are outpat, That is, the parsing resulis depend an the
selectad sxamples of parsing. Therefors, o huge amount of
examples is required in order to raise the accurasy of pars-
g ln our proposed methed, the pamer sutcimatically
makes the sbstracced parsing nales. [ts rules are extracted
from the relationahips berween examples and hawe the beat
march absraction degres. That is, the parang mles e re-
cursively extracted from the examples of parsing which bas
already been scguired, Af this time, inductive lesming L&
applizd. As a result, we consider that the parsing moles can
be offectively extructod from & smallér number of exam-
ples of parsing than the amount requared for the Exam-
ple-based method,

[n addition, we afempt 16 compare our proposed
mimithed with the statistical metod [TI[EH%) 1o the sads-
tical method, the sample examples of paming are mecessary
i oeder o ohiain a likely solution. In 4 cass in which the
input sentence is o similar type as the sample examples of
paraing, it ie 8 very effective method, However, there is the
problem in which Use abilicy of the paresr when based on
siatistical method depends on sample senteno=s, Mareaver,
whan the parser is based an statistical method, Wt canoot
deal with an unknown ioput sentence in the sample sen-
tenoes of a changs in topics. [n oar propoded method, the
parser acquires mew rules o unknown input pantences and
it is possible o dynamicall 19 a change of opics,
. Ti.lul::l becauss, thnmm:uld:fltmm Individually, and
inductive leaming is applied fo each denténce in our pro-
posed mathed,

Therefore, we beliove that our propesed method has
& high parsing abiliey eompared with the sther metbods,

6 CONCLUSIONS

To resalve the problems which the Ruole-based method,
Example-based method and satisticol methed have, we
propoded a syntactic analvais method which utilizes indoc-
tve leaming. In addition, we designed a parser based on
aur propesed method. In the parser, parsing rules were se-
quired by wing isductive leaming, snd recursively ex-
wracted from the parsing nales that bad boen sequired, As o
reult, the parsing rules could be acquired autgciatically,
and the parser soguired the parsing rules of a variety of ab-
STBCHons,

Morsover, we evalusted the performance of this
parser using EDR Japanese Corpus. In this experiment, the
parser applied the parsing rules of the most suitable sb-
straction dégres to the input word strings. We confirmed
tha 1lse coemest panting rate incresded gradually. In addstion,
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wa anempied to compark our proposed method with the
ather metheds én Chepeer 5. Thererfore, wa conaluded thae
the akility of this metkhod is high and an effective methad

in parsing,

To imgprove scoumcy, we will examins the addition
of hewristios nnd a classification of the dictlonary of pars-
ing males, oo, We coptimes this study using a large
variety of lipanese senienoes, Wa also would like to ap-
ply this methad 1o oabar languages os well.
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